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ABSTRACT
Plastocyanin and cytochrome c6 function as electron shuttles
between cytochrome f and photosystem I in the photosynthetic
redox chain. To transfer electrons the partners form transient
complexes, which are remarkably short-lived (milliseconds or less).
Recent nuclear magnetic resonance studies have revealed details
of the molecular interfaces found in such complexes. General
features include a small binding site with a hydrophobic core and
a polar periphery, including some charged residues. Furthermore,
it was found that the interactions are relatively nonspecific. The
structural information, in combination with kinetic and theoretical
analyses of protein complexes, provides new insight into the nature
of transient protein interactions.

Why Transient?
Biological energy transduction is performed by chains of
redox proteins, which provide a path for the controlled
flow of electrons. In these processes, such as photosyn-
thesis and oxidative phosphorylation, soluble redox pro-
teins facilitate electron transport between membrane-

bound protein complexes. High-turnover conditions are
necessary to sustain a continuous electron current, and
therefore the interactions between the chain components
occur transiently.1,2 To maintain a transient interaction,
the dissociation rate constant of the complex must be high
(koff g 103 s-1). The association rate constants (kon) are
also high and have been experimentally determined to be
in the range of 107-109 M-1s-1 for electron-transfer
partners.3-6 Considering the high kon and koff values, this
results in equilibrium association constants (Ka ) kon/koff)
in the µM-1-mM-1 range. This raises the question of how
sufficient affinity and specificity can be achieved to enable
the formation of reactive electron-transfer complexes.

The fact that redox proteins are reactive toward mul-
tiple partners is an essential consideration in the subject
of transient protein interactions.7-9 Complex formation
involves binding sites, which must be able to recognize
and bind different molecular surfaces with comparable
affinities. If the binding site was stereochemically opti-
mized toward one partner, it would reduce the affinity for
other partners.7,8 This would result in tight binding with
one partner and very weak binding to the other, effectively
inhibiting turnover.

In this Account we address the issues of specificity and
affinity in relation to the electron transfer proteins in-
volved in the photosynthetic redox chain. The redox
reactions between these partners have been investigated
extensively using optical methods and mutagenesis. Re-
cent nuclear magnetic resonance (NMR) studies provide
structural detail of the complex interfaces and suggest
some general features that are responsible for the high
koff and confer the ability to interact transiently.
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Plastocyanin and Cytochrome c6
During photosynthesis, electron transport between the
cytochrome bf complex and photosystem I (PSI) is main-
tained by either plastocyanin (Pc) or cytochrome c6 (cytc6).
Depending on the relative availability of copper and iron,
Pc (a â-sheet cupredoxin)10 and cytc6 (an R-helical heme-
protein)11 are alternately expressed in certain algae and
cyanobacteria.11,12 Although belonging to different protein
classes, they perform equivalent reactions with common
partners. Such a functional convergence demands that the
reactive portions of Pc and cytc6 are adequately adapted
toward both partners. As expected, the two proteins have
comparable redox potentials.11 Furthermore, they are of
similar size and have comparable surface characteristics,
despite gross differences in primary, secondary, and
tertiary structures.13-15 The most explicit feature of this
functional convergence is the parallel variation of the
isoelectric point (pI) of both proteins in different organ-
isms, being acidic in algae while ranging from acidic to
basic in cyanobacteria.11,14

Reduction of PSI by Pc and cytc6 has proved to be a
model system for interprotein electron-transfer studies.4,16-19

Similarly, reduction of Pc by cytf has been extensively
studied.6,20-23 Kinetic and mutagenesis studies have high-
lighted the role of electrostatics in complex formation. The
prominent acidic patches conserved in plant and algal
variants of Pc have been identified as crucial for electro-
static docking to a positively charged site on both cytf and
PSI.14,19,20 It is essential to note, however, that mutations
affecting kon are not restricted to the complex interface.24

A charge mutation distorts the electrostatic potential of
the protein as a whole, which in turn can influence the
association with partner proteins. Mutations in the hy-
drophobic patches of Pc and cytc6 have also revealed the
importance of these surfaces for the interactions with cytf
and PSI.16,23,26 On the basis of such studies, Hervás et al.
have devised a three-step model for interprotein electron
transfer4 (Figure 1). Long-range, electrostatic interactions
generate an ensemble of preoriented complexes. Subse-
quently, under the guide of hydrophobic interactions, the
reactive configuration is obtained via surface diffusion.
In some cases the rearrangement step can be detected
by laser flash photolysis experiments.4 This mechanism,
which avoids the “lock-and-key” formalism,27 is in line
with the Velcro model proposed earlier.8 According to
McLendon, partner proteins possess a number of broadly

complementary charged and hydrophobic patches, which
can overlap in various orientations and contribute to a
diffuse binding site.8

While the global features of the electron transfer
reaction and the potential role of individual residues have
been recognized through kinetic and mutagenesis studies,
these methods provide little structural information. In this
respect, NMR spectroscopy provides highly complemen-
tary tools for identification and characterization of the
complex interface.

NMR Spectroscopy and Transient Protein
Complexes
NMR spectroscopy is particularly suited to the study of
low affinity complexes, which might not be amenable to
cocrystallization. In the chemical-shift perturbation ex-
periment, a 15N-labeled protein is selectively monitored
during a titration with the unlabeled partner.28-30 Complex
formation gives rise to changes in the chemical environ-
ment of nuclei at the interface, such that the chemical
shift (δ) of these nuclei differs between the bound (δbound)
and free (δfree) forms. The effects on the NMR spectrum
are dependent on the lifetime of the complex. In the slow
exchange limit, the complex lifetime is long relative to the
difference (in rad s-1) between δbound and δfree (∆δMax), and
the bound and free nuclei resonate at δbound and δfree,
respectively. In the fast exchange limit, the lifetime is
shorter than ∆δMax, and a single resonance is observed at
the weighted average of δbound and δfree. During a titration,
the ratio of the two proteins is altered and thus the
fraction of bound protein changes. In the case of fast
exchange, this results in a proportional shift of the average
peak; as the fraction of bound protein increases, δ
approaches δbound, and thus the change in δ (∆δBind)
approaches ∆δMax. The lifetime is determined by koff.
Generally, in transient complexes of electron-transfer
proteins, the fast exchange regime is observed, so koff >
∆δMax for most peaks (note that ∆δMax is different for each
nucleus), and a lower limit for koff can be set at ∼200 s-1.

When ∆δBind is plotted as a function of the molar ratio
of the reactants, it is possible to derive binding curves for
complex formation and hence the stoichiometry and
affinity can be determined (Figure 2). Panel A illustrates
|∆δBind| for several amide nuclei of Pc when titrated with
cytf. With increasing [cytf]:[Pc], the fraction of bound Pc
increases and ∆δBind approaches ∆δMax. In panel B, |∆δBind|
is plotted for residues of cytc6 upon titration into cytf. With
increasing [cytc6]:[cytf] the fraction of bound cytc6 de-
creases, so the average peaks move toward δfree and ∆δBind

approaches zero. The percentage of bound protein can
be calculated from the ratio of the experimentally ob-
served ∆δBind and the fitted ∆δMax. To compare chemical-
shift perturbation in different complexes, the shifts are
extrapolated to the 100% bound form (∆δMax), and the
average chemical-shift perturbation (∆δAvg) is calculated
for each backbone amide using28

FIGURE 1. Schematic representation of transient complex formation,
illustrating the three-step mechanism of Hervás et al.4 Long-range,
electrostatic interactions produce an ensemble of preoriented
configurations. Subsequently, the partner proteins rearrange to the
optimal configuration by surface diffusion. Once the specific complex
is formed, electron transfer occurs and the products dissociate.

∆δAvg ) x[(∆δN/5)2 + ∆δH2]/2 (1)
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where ∆δN and ∆δH are the changes in the 15N and 1HN

chemical shifts, respectively, when the protein is 100%
bound. A complete picture of the interaction interface can
be obtained by mapping ∆δAvg to a surface representation
of the protein, as will be illustrated in a later section.

In addition to chemical-shift perturbation, complex
formation in the fast exchange regime is manifested as a
general broadening of the resonances. The rotational
correlation time of the complex is larger than that of the
free proteins, resulting in an increase in the line widths
of all resonances.30 As with chemical shifts, in the fast
exchange limit, the line width of the average resonance
is the weighted average of the line widths of the free and
bound forms.

Complex Formation between Cytf and
Partners, Pc, and Cytc6
The results of NMR investigations with a soluble form of
cytf 31 from Phormidium laminosum are summarized in
Table 1. The complex of cytf and Pc from plants32 is
included for comparison. In all cases the free and bound
forms were in fast exchange, indicative of the transient
nature of these complexes.

Promiscuous Complex Formation. The most remark-
able feature of Table 1 is the versatility of Phormidium
cytf (pI 4.8) interactions with both physiological and
nonphysiological partners. Depending on the partner

protein, binding constants ranging from ∼102 to 104 M-1

were observed. Interestingly, the tightest complex was
formed with the nonphysiological partner yeast cyto-
chrome c.33 This result highlights an essential difference
between transient and static complexes. In static com-
plexes the recognition and hence the binding affinity is
optimized toward a specific partner. In transient com-
plexes, the affinity is neglected in favor of high turnover,
with the result that higher affinity complexes can be
formed when a protein is “forced” to interact with
nonphysiological partners. Such behavior does not con-
form to the lock and key formalism but is indicative of
the degree of variability in the binding sites employed in
transient complexes.

Only one of the five complexes with Phormidium cytf
(Table 1) is physiological, and yet three of the non-native
partners have higher binding affinities. The origin of this
increased binding affinity is probably from attractive
electrostatic interactions, as suggested by the pI of the
partner proteins. Increased electrostatic attraction will
tend to promote kon, and therefore Ka will be higher.
Except in the extreme case of salt bridge formation,
however, electrostatic interactions do not provide speci-
ficity in the fully bound complex and therefore cannot aid
in the discrimination between native and “near-native”
partners. It is important to bear in mind that the pI of a
protein is not always a useful indicator of reactivity. A

FIGURE 2. Binding curves for the interaction between Phormidium cytf and (A) Prochlorothrix Pc36 and (B) Anabaena cytc6.35 The data
were fitted (nonlinear, least squares) to a one-site binding model,20 with the protein ratio and |∆δBind| as the independent and dependent
variables, respectively. The binding constant (Ka) and the maximum chemical-shift change (∆δMax) were the fitted parameters. A global fit
was performed in which the curves were fitted simultaneously to a single Ka value, while the ∆δMax for each resonance was allowed to vary.
Binding constants of 6 ((2) × 103 M-1 and 8 ((2) × 103 M-1 were obtained for the complexes of Phormidium cytf with Prochlorothrix Pc36

and Anabaena cytc6,35 respectively.

Table 1. Transient Protein Interactions between Cytf and Various Partner Proteins

partner proteins pI ratio Ka (M-1)a interfaceb ref

cytf (Phormidium)
Phormidium Pc 4.8 1:1 ∼3 × 102 20H 8P 6C 34,36
Prochlorothrix Pc 8.0 1:1 6 ((2) × 103 24H 9P 7C 36
Anabaena cytc6 9.0 1:1 8 ((2) × 103 25H 10P 5C 35
Synechococcus cytc6 4.8 -c - - 35
Saccharomyces cytc 9.7 2:1 ∼104/∼103 12H 5P 5C 33

cytf (Brassica)
Spinacia Pc 3.8 1:1 ∼2 × 104 not determined

∼7 × 103 18H 9P 8C 32
a Values of Ka were obtained from nonlinear, least-squares fits of binding curves derived from NMR titrations at pH 6.0, 10 mM ionic

strength. Binding curves for the complex of plant cytf and Pc were determined at 15 and 45 mM ionic strength (M. Ubbink, unpublised
results, 1977). b The number and type of interface residues, for which a ∆δBind was observed, are quantified as (H)ydrophobic, (P)olar and
(C)harged. c Complex formation was not detected.
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comparison of Phormidium Pc and Synechococcus elon-
gatus cytc6, which have the same net charge and pI,
demonstrates this point. Although the bulk charge proper-
ties are similar, their ability to form a complex with cytf
differs markedly. The absence of favorable electrostatics
between Phormidium Pc and cytf is reflected in the
extremely low binding constant of this complex.34 Yet a
specific complex is formed, while Synechococcus cytc6 has
no detectable affinity for cytf.35

Analogous Complexes with Diverse Partners. Another
interesting result is the analogous reactivity of Prochlo-
rothrix Pc and Anabaena cytc6, which both form well-
defined complexes with Phormidium cytf.35,36 The arrange-
ment of basic residues in the vicinity of the redox centers
is similar in both Pc and cytc6 (Figure 3). This has

important consequences for the interactions with the
acidic cytf. Binding curves for the interaction of cytf and
Pc are plotted in Figure 2A. Fitting the curves to a 1:1
binding model20 yielded a binding constant of 6(2) × 103

M-1.36 A ∆δAvg g 0.025 ppm was obtained for forty
backbone amides in Pc (Figure 4A). When these chemical-
shift changes were mapped onto a surface representation
of Prochlorothrix Pc, the binding site could be readily
identified.36 The affected residues are localized on one end
of the molecule, resulting in a well-defined binding site,
centered on the exposed copper ligand, His85 (Figure 5A).
The immediate surroundings of the His85 side chain is
composed of hydrophobic residues, while polar and
charged groups are found toward the extremities of the
binding site.

A binding constant of 8(2) × 103 M-1 was determined
for the complex of Anabaena cytc6 and cytf (Figure 2B).35

Coincidentally, the number of backbone amides for which
a significant ∆δAvg was observed was also 40 in this case
(Figure 4B). The chemical-shift map identifies the interface
as a contiguous patch surrounding the exposed methyls
of the heme (Figure 5B). Again the binding site is
composed mainly of hydrophobic side chains while polar
and charged residues occur on the periphery.35 The
prevalence of electrostatic attraction in the complex was
evidenced from the ionic strength dependence of ∆δBind

(data not shown). As the salt concentration was increased,
∆δBind decreased, and at 0.2 M NaCl, the ∆δBind was zero
for most resonances.35 Similar ionic strength effects were
observed in the complex with Prochlorothrix Pc.36

Despite their gross structural differences, it is evident
that Prochlorothrix Pc and Anabaena cytc6 experience a
comparable binding affinity and utilize binding sites of
similar composition for the interaction with cytf.

Distinct Mechanisms of Interprotein Electron Trans-
fer. From the kinetic and NMR studies, it can be con-
cluded that different organisms utilize distinct mecha-
nisms of inter-protein electron transfer. The interaction
of plant Pc and cytf is guided by complementary charged
patches resulting in a rapid kon at low ionic strength.16,20,22,32

FIGURE 3. Electrostatic potential surfaces of (A) Phormidium cytf,58

(B) Prochlorothrix Pc59, and (C) Anabaena cytc6 (structural model35

built in Swiss-Model60). The locations of the heme groups and the
copper center are indicated with arrows. Pc and cytc6 are oriented
as in Figure 5. All images were created with a color ramp for positive
(blue) or negative (red) surface potentials saturating at 10 kT. The
potentials were calculated, for formal charges only, and surfaces
were rendered in GRASP.61

FIGURE 4. The average chemical-shift perturbation (∆δAvg) extrapolated to the 100% bound form, experienced by Prochlorothrix Pc and
Anabaena cytc6 in complex with Phormidium cytf. The color bars indicate the ∆δAvg categories; insignificant < 0.025 ppm, small < 0.100
ppm, medium < 0.175 ppm, and large < 0.350 ppm, for chemical-shift mapping onto surface representations of the two proteins in Figure 5.
Note the similarity in the magnitude of the shifts observed in both complexes.
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At high ionic strength, kon decreases strongly due to
electrostatic screening.20 In contrast, the Pc-cytf complex
from Phormidium relies primarily on hydrophobic inter-
actions6,34, and consequently the reaction rate constant
is lower. However, since the cyanobacterial complex has
a weak ionic strength dependence,6,34 the reaction rate is
much higher than the plant system at high ionic strength,
and comparably fast under physiological conditions.6

Another example of distinct mechanisms is given by
the interactions of cytf and cytc6. The results presented
above indicate that cytf forms a well-defined complex with
Anabaena cytc6.35 Synechococcus cytc6, however, does not
form a complex (Table 1), though there is some evidence
for a very weak interaction.35,37 Similar results have been
observed for the reactivity of Anabaena and Synechococcus
cytc6 toward their respective PSI partners, suggesting that
Anabaena cytc6 reacts via formation of well-defined
complexes,4 while Synechococcus cytc6 employs a collision
mechanism.38

Contributing Factors to Transient Interactions
As mentioned in the Introduction, transient complexes are
characterized by both high kon and koff rates. In an attempt
to understand the promiscuity of transient protein inter-
actions, it is necessary to discuss the factors that influence
(transient) complex formation.39

The Encounter Complex. The solvent cage effect, as
postulated by Adam and Delbrück,40 provides the first
clues to understanding the fast kon. Upon collision, two
proteins occupy the same solvent shell even in the
absence of intermolecular attraction. Trapped by the
surrounding water molecules, the proteins rapidly collide
with one another.41 This nonspecific association, involving
several collisions, is called the encounter complex.41

Northrup and Erickson have confirmed, using Brownian
dynamics (BD), that there is a high probability of recol-
liding after the initial collision.42 Moreover, the lifetime
of the encounter was shown to be on the order of the
rotational correlation time of the proteins. This enables

the proteins to sample different conformations within the
encounter complex.42

Electrostatics. Long-range electrostatic interactions
complement the solvent cage effect in several ways.43,44

While Coulombic attraction between oppositely charged
reactants accelerates the rate of bimolecular association,
it can also produce a preorientation of the diffusing
reactants as suggested by Matthew et al.45 In some cases
co-evolution has resulted in complementary charged
patches that steer the proteins into reactive collisions. This
effect is particularly pronounced in barnase-barstar46 and
Pc-cytf20 interactions. Although representative of static
and transient complexes, respectively, these have similar
association rate constants (>108 M-1s-1) which decrease
dramatically as the ionic strength is increased.20,46 Using
BD simulations Wade and co-workers have obtained good
agreement between calculated and experimental associa-
tion rates for these interacting pairs. Furthermore, the
ionic strength dependence and the effect of charge
mutations on the association rate were successfully mod-
eled.47,48

Along with assisting bimolecular association, electro-
statics can also prolong the lifetime of the encounter
complex through nonspecific attraction.43,44 The potential
contribution of electrostatics to the affinity of the complex
appears, however, to be offset by desolvation.44,49 Elcock
et al. have demonstrated that BD calculated rates are
similar to experimental association rates only when a
penalty term for desolvation of charged groups at the
interface is included in the calculation.49 While electro-
static attractions promote the kinetics of binding, the
contribution to the thermodynamics of binding does not
seem to be strongly favorable.44,49

Hydrophobics. Whereas electrostatic interactions often
contain information for the initial recognition event,
formation of the fully bound complex is determined by
other interactions. Upon association, attendant water
molecules, which form a layer around the protein surface,
are liberated.50 The increased entropy of the released water
molecules compensates for the loss of rotational and
translational entropy of the proteins and provides a
driving force for complex formation. Again, BD calcula-
tions provide insight into the role of desolvation.51,52 The
initial encounter is accompanied by partial desolvation
of the protein surfaces. When the partners rearrange to
the fully bound complex, interfacial contacts are in-
creased, and a greater volume of water is expelled.
Although desolvation is a short-range effect, Camacho et
al. have demonstrated that it can lead to substantial
increases in kon when complementary electrostatics are
absent or weak.52 Rate enhancement occurs on the basis
that desolvation favors entrapment and guides the pro-
teins into reactive configurations. This effect is likely to
be particularly pronounced for redox proteins, which have
well-defined hydrophobic patches surrounding their redox
centers.7,53

The Size of the Complex Interface. Structural analysis
of Pc-cytf complexes indicates that a surface area of
approximately 600 Å2 is buried per partner in the complex

FIGURE 5. Chemical-shift perturbation mapping of (A) Prochloro-
thrix Pc36 and (B) Anabaena cytc6,35 in the presence of Phormidium
cytf. Residues are colored according to the categories in Figure 4.
Prolines are colored gray. The heme group of Anabaena cytc6 is
colored green.
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interface.32,34 Comparison of the chemical-shift maps
(Figure 5) suggests that a similar surface area is buried in
the cytc6-cytf complex. According to the classification of
Lo Conte et al. complexes that bury ∼600 Å2 per partner
are considered “small-size” interfaces.54 Although poorly
represented in the Protein Databank, it has been suggested
that the small-size interface is a contributing factor to the
transient nature of such complexes.39,54

Using the Smoluchowski equation,55 the diffusion-
controlled association rate is calculated to be >109 M-1s-1

in the size range of proteins.41,42,51 Active sites in proteins
are confined to a specific region of the structure, the steric
accessibility of which represents a minute fraction of the
molecular surface. Therefore, in the limit of stochastic
motion, the probability of productive encounters is ex-
pected to be a 1000-fold lower.24,41,42 The predicted rate is
based on the assumption that productive binding involves
<1% of the protein surface. In agreement with this
assumption, Pc requires electronic coupling through the
exposed histidine ligand of the copper, which accounts
for 0.4% of the molecular surface. The surface involved
in the complex interface (∼600 Å2), however, represents
12% of the surface area of Pc and consists of a conserved
hydrophobic patch.34 Furthermore, the histidine ligand
protrudes through the center of the patch. This nonpolar
binding site, which provides hydrophobic free energy in
favor of association, guides the protein toward the reactive
conformation.52 Thus, collisions resulting in partial overlap
can lead to a productive complex, as suggested by Ca-
macho et al.52 and will increase kon relative to the predicted
∼106 M-1s-1. This effect has been observed experimentally
in the case of the nonelectrostatic Pc-cytf complex from
Phormidium (kon > 107 M-1 s-1).6

The Character of the Complex Interface. In 1894
Fischer wrote: “enzyme and glucoside must fit one
another like a lock and key in order to exert a chemical
effect on each other”.27 Whereas the interfaces in static
complexes can be considered an extension of this prin-
ciple, the evidence accumulated in this Account and
elsewhere indicates that transient complex formation is
not highly specific.7-9,36 In particular, the structurally
diverse Pc and cytc6 can form complexes of identical
affinity with cytf.35,36 Although discrete binding sites have
been identified (Table 1), the formation of stereochemi-
cally optimized interfaces appears unnecessary.9,36 This
concept is supported by the fact that transient complex
formation occurs readily between nonphysiological part-
ners.33

Of the five complexes for which a binding map could
be determined (Table 1), the interface consists on average
of 57% hydrophobic, 24% polar, and 19% charged resi-
dues. While this result agrees qualitatively with the
composition of the accessible surface area of small
globular proteins,56 there is an important distinction to
be made. The character of the interface is manifestly
heterogeneous, consisting of a core of hydrophobic side
chains in the immediate vicinity of the redox center, while
polar and charged side chains occur on the periphery
(Figure 5). Desolvation of the interface is likely to be less

favorable in the presence of polar and charged residues.
Therefore, the hydrophobic free energy gain upon as-
sociation will be reduced and this contributes to the
transient nature of such complexes. If the side chains are
not close packed,9,36,54 the interface will be poorly sealed
and remains permeable to water molecules which can “re-
wet” the binding site and disrupt the complex. Further-
more, van der Waals contacts across the interface cannot
be maximized and therefore their contribution to the
binding affinity will not be optimal. Together, these
features promote fast dissociation and enable the transient
interaction.

Conclusion and Outlook
It can be concluded that, in general, electron-transfer
proteins interact via small binding patches, which consist
of a hydrophobic center and a polar/charged periphery.
The small size of the interface and the absence of close
packing lowers both the specificity and the affinity, thus
contributing to the high koff. Desolvation of the hydro-
phobic patch favors entrapment and drives productive
complex formation (kon). While charged residues can
enhance kon through long-range electrostatic steering, they
do not contribute much to short-range specificity. When
electrostatic attraction is weak or absent, the resulting
binding constant is extremely low. The balance between
the hydrophobic effect and electrostatic interactions (both
attractive and repulsive) helps to explain why in some
organisms the reaction proceeds via complex formation,
while in others the same reaction is collisional.35 In the
latter case, it is likely that the electrostatic interaction is
predominantly repulsive thus prohibiting complex forma-
tion.

NMR spectroscopy provides essential structural infor-
mation concerning transient protein complexes. The
results are highly complementary to and aid the explana-
tion of kinetic and mutagenesis studies. Even more
valuable information can be obtained when not only the
complex interface, but also the relative orientation of the
proteins is determined. Developments with paramagnetic
methods in our laboratory indicate that it is possible to
obtain this information from long-range interprotein
restraints, despite the low affinity of these complexes.
Transient protein interactions are increasingly becoming
the focus of research in many areas of biochemistry.57

Continued structural characterization is vital therefore to
understanding the subtlety and range of function in these
complexes.
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